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Introduction: 

In the numerical analysis, spline interpolation is a form of interpolation where the interpolant is a special type of 

piecewise polynomial called a spline. That is, instead of fitting a single, high-degree polynomial to all of the values 

at once, spline interpolation fits low-degree polynomials to small subsets of the values. Spline interpolation is often 

preferred over polynomial interpolation because the interpolation error can be made small even when using low-

degree polynomials for the spline. Spline interpolation also avoids the problem of Runge's phenomenon, in which 

oscillation can occur between points when interpolating using high-degree polynomials. 

 
Copyright © 2022 The Author(s): This is an open-access article distributed under the terms of the Creative Commons Attribution 4.0 

International License (CC BY-NC 4.0) which permits unrestricted use, distribution, and reproduction in any medium for non-commercial use 

provided the original author and source are credited. 

Literature Review: 

A comprehensive review is made on the application of cubic spline interpolation techniques in the field of power 

systems. Domains like available transfer capability (ATC), electric arc furnace modeling, static var. compensation, 

voltage stability margin, and market power determination in deregulated electricity market are taken as samples to 

illustrate the significance of cubic spline interpolation.(Prasad et al., 2018)  

Edmund Whittaker, a professor of Numerical Mathematics at the University of Edinburgh from 1913 to 1923, 

observed “the most common form of interpolation occurs when we seek data from a table which does not have the 

exact values we want.”  Some of the first surviving evidence of the use of interpolation came from ancient Babylon 

and Greece. Around 300 BC, they were using not only linear, but also more complex forms of interpolation to predict 

the positions of the sun, moon, and the planets they knew of. Farmers, timing the planting of their crops, were the 

primary users of these predictions. Also in Greece sometime around 150 BC, Hipparchus of Rhodes used linear 

interpolation to construct a “chord function”, which is similar to a sinusoidal function, to compute positions of 

celestial bodies. Farther east, Chinese evidence of interpolation dates back to around 600 AD. Liu Zhuo used the 

equivalent of second order Gregory-Newton interpolation to construct an “Imperial Standard Calendar”. In 625 AD, 

Indian astronomer and mathematician Brahmagupta introduced a method for second order interpolation of the sine 

function and, later on, a method for interpolation of unequal-interval data. (Lavanya & Achireddy, 2016) 

 (Bahadori, 2011) used spline interpolation to extract natural gas from underground reservoirs is saturated with water.  

(Bahadori & Nouri, 2012)  developed a simple model to estimate the critical oil rate for bottom water coning in 

anisotropic and homogeneous formations with the well completed from the top of the formation. In a variety of 

contexts, physicists study complex, nonlinear models with many unknown or tuneable parameters to explain 

experimental data.  
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Ghazali et. al. presented an application of ridge polynomial neural network to forecast the future trends of financial 

time series data (Ghazali et al., 2006).  Harju used an FIR polynomial predictor for data in which some samples are 

missing. The method is compared with a computationally lighter algorithm that is based on decision-driven recursion. 

Both schemes are found to perform almost identically well on predicting a sinusoidal signal corrupted by both 

impulsive and Gaussian noise (Harju, 1997). Recently a scheme named CryptoNets is proposed to perform prediction 

on encrypted data using neural networks. Wu et al. conducted extensive experiments to show the expressiveness of 

PPoly activations and discussed the tradeoff between accuracy and efficiency for the prediction on encrypted 

data(Wu et al., 2018). Zjavka  developed Accurate short-term wind speed forecasting model for the planning of a 

renewable energy power generation and utilization, especially in grid systems(Zjavka, 2015). Zaw and Naing 

forecasted rainfall in Myanmar  using MPR and MLR model and found that  MPR model gave the more accurate 

results (Zaw & Naing, 2009). Ostertagová  used  the polynomial regression model to find the relationship between 

the strains and drilling The data were analyzed using computer program(Ostertagová, 2012). Hussain proposed a 

novel type of higher-order pipelined neural network: the polynomial pipelined neural network (Hussain et al., 2008). 

Research Methodology: 

A polynomial  with degree n means a linear combination of the term 𝑥𝑖, 𝑖 = 0,1,2,… , 𝑛.  For every set of data point 

there is a unique interpolation polynomial with degree= no. of points -1. From the complicated mathematical model 

or a function f(x) we can get the data points.  If we get the interpolation polynomial the we can easily replaced the 

original model that is the function by the interpolation polynomial for the purpose of analysis and design. 

We can write the straight line by using two points i.e. in the form of slope and y-intercept. The slope= 𝛼1, and 𝑦-

intercept= 𝛼0, the polynomial of degree 1 is 𝑝(𝑥)  = 𝛼1𝑥 + 𝛼0. For the two points  (𝑥1, 𝑓(𝑥1)) and (𝑥2, 𝑓(𝑥2)) we 

get the linear system  

 𝑓(𝑥1) = 𝛼1𝑥1  + 𝛼0, 𝑓(𝑥2)  =  𝛼1𝑥2  + 𝛼0 or, in matrix form, [
𝑥1

𝑥2

  1
  1

] [
𝛼1

𝛼0
] = [

𝑓(𝑥1)
𝑓(𝑥2)

] 

 Similarly, for three points are compulsory to find the coefficients of a parabola, 𝑝(𝑥)  = 𝛼2𝑥
2  + 𝛼1𝑥 + 𝛼0.  

For the three coefficients of the parabola that passes through the different (non-collinear) points 

(𝑥1, 𝑓(𝑥1)), (𝑥2, 𝑓(𝑥2)) and (𝑥3, 𝑓(𝑥3)) are unique and are the solution of the system of three linear equations: 

𝑓(𝑥1)  = 𝛼2𝑥1
2  + 𝛼1𝑥1  + 𝛼0  𝑓(𝑥2)  = 𝛼2𝑥2

2  + 𝛼1𝑥2  + 𝛼0 𝑓(𝑥3)  = 𝛼2𝑥3
2  + 𝛼1𝑥3  + 𝛼0 or, in matrix form,  

[

𝑥1
2 𝑥1 1

𝑥2
2 𝑥2 1

𝑥3
2 𝑥3 1

] [

𝛼2

𝛼1

𝛼0

] = [

𝑓(𝑥1)
𝑓(𝑥2)
𝑓(𝑥3)

] 

The above formulation can be extended to interpolating the 𝑛 points { (𝑥1, 𝑓(𝑥1)), (𝑥2, 𝑓(𝑥2)),… , (𝑥𝑛, 𝑓(𝑥𝑛))} 

Using the an (𝑛 − 1)-order polynomial  

𝑝(𝑥)  =  𝛼𝑛−1𝑥
𝑛−1  +  ⋯ + 𝛼2𝑥

2  + 𝛼1𝑥 + 𝛼0  

which results in the following 𝑛x𝑛 system of linear equation:  

[
 
 
 
𝑥1

𝑛−1 ⋯ 𝑥1 1

𝑥2
𝑛−1 … 𝑥2 1
⋮ ⋱ ⋮ ⋮

𝑥𝑛
𝑛−1 ⋯ 𝑥𝑛 1]

 
 
 

[
 
 
 
 
𝛼𝑛−1

𝛼𝑛−2

⋮
𝛼1

𝛼0 ]
 
 
 
 

= [

𝑓(𝑥1)
𝑓(𝑥2)

⋮
𝑓(𝑥𝑛)

] 

The above Coefficient matrices are known as Vandermonde matrices. 

The solution for the above system is very subtle to roundoff errors. For the large data set we required a high-order 

interpolating polynomial. High order interpolating polynomial gives overfitting. If  a set of 𝑛 data points is given 

and a single (𝑛 − 1)-degree polynomial is used for interpolation, then the polynomial gives the exact values at the 

points (passes through the points) and gives approximations (interpolated) values between the points. If the number  
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of points is small, the order of the polynomial is low and, typically that leads to practically accurate interpolation. 

We can obtained better interpolation by using multiple low order polynomials. In this case every polynomial is valid 

in one interval between two or several points. Generally every  polynomial has the  same degree with different 

coefficients. This is known as a spline interpolation or piecewise interpolation. 

The point at which the two adjacent splines meet and the slopes changes abruptly is called knot. At this point 

derivative is not continuous. By using higher order polynomial we can make the underlying function being 

interpolated smooth.  We can improved smoothness by making second derivative continuous at each knot point.  

The following equations are the central part of the spline method. We will try to find the lowest-order polynomial 

spline 𝑠𝑖 , which  passing through the two interpolating points (𝑥𝑖 , 𝑓(𝑥𝑖)) and (𝑥𝑖+1, 𝑓(𝑥𝑖+1)), with a slope (first 

derivative) equal to the slope of spline 𝑠𝑖−1 at 𝑥𝑖 and have a concavity (second derivative) that is equal to that of 

spline 𝑠𝑖−1 at 𝑥𝑖. We get the following four constraints, 

𝑠𝑖(𝑥𝑖) = 𝑓(𝑥𝑖) 

𝑠𝑖(𝑥𝑖+1) = 𝑓(𝑥𝑖+1) 

𝑑𝑠𝑖

𝑑𝑥
(𝑥𝑖) =

𝑑𝑠𝑖−1

𝑑𝑥
(𝑥𝑖) 

𝑑2𝑠𝑖

𝑑𝑥2
(𝑥𝑖) =

𝑑2𝑠𝑖−1

𝑑𝑥2
(𝑥𝑖) 

The polynomial that satisfies these four constraints must have at least four degrees of freedom (coefficients). That 

would be a 3rd  -order polynomial, or a cubic. Therefore, 𝑠𝑖 has the form, 

𝑠𝑖(𝑥) = 𝛼𝑖,3𝑥
3 + 𝛼𝑖,2𝑥

2 + 𝛼𝑖,1𝑥 + 𝛼𝑖,0     ∀𝑖 = 0,1,2,…𝑛 − 1 

(To fit 𝑛 data points, we require 𝑛 − 1 splines.)  

To compute all 4(𝑛 − 1) spline coefficients, we need to solve 4(𝑛 − 1) equations. We have computed for the cubic 

splines with three data points 𝑥1, 𝑥2, 𝑥3. For three points, we need 2 cubic splines: 

𝑠1(𝑥) = 𝛼1,3𝑥
3 + 𝛼1,2𝑥

2 + 𝛼1,1𝑥 + 𝛼1,0     (spline between 𝑥1 and 𝑥2) 

𝑠2(𝑥) = 𝛼2,3𝑥
3 + 𝛼2,2𝑥

2 + 𝛼2,1𝑥 + 𝛼2,0          (spline between 𝑥2 and 𝑥3) 

𝑑𝑠1

𝑑𝑥
(𝑥) = 3𝛼1,3𝑥

2 + 2𝛼1,2𝑥 + 𝛼1,1 

𝑑2𝑠1

𝑑𝑥2
(𝑥) = 6𝛼1,3𝑥 + 2𝛼1,2 

𝑑𝑠2

𝑑𝑥
(𝑥) = 3𝛼2,3𝑥

2 + 2𝛼2,2𝑥 + 𝛼2,1 

𝑑2𝑠1

𝑑𝑥2
(𝑥) = 6𝛼2,3𝑥 + 2𝛼2,2 

To satisfy the four constraints, we need to solve eight equations. Each spline pass through two end data points, 

therefore we get the following four equations 

                             𝑠1(𝑥1) = 𝛼1,3𝑥1
3 + 𝛼1,2𝑥1

2 + 𝛼1,1𝑥1 + 𝛼1,0 = 𝑓(𝑥1)                                        (1)  

                            𝑠1(𝑥2) = 𝛼1,3𝑥2
3 + 𝛼1,2𝑥2

2 + 𝛼1,1𝑥2 + 𝛼1,0 = 𝑓(𝑥2)                                        (2) 

                            𝑠2(𝑥2) = 𝛼2,3𝑥2
3 + 𝛼2,2𝑥2

2 + 𝛼2,1𝑥2 + 𝛼2,0  = 𝑓(𝑥2)                                        (3) 

                              𝑠2(𝑥3) = 𝛼2,3𝑥3
3 + 𝛼2,2𝑥3

2 + 𝛼2,1𝑥3 + 𝛼2,0 = 𝑓(𝑥3)                                      (4) 

The 1st  derivatives(as well as 2nd  derivative) of splines 𝑠1(𝑥) and 𝑠2(𝑥), at the interior knot (𝑥2) must be equal, 

therefore we get two additional equations: 

                             3𝛼1,3𝑥
2 + 2𝛼1,2𝑥 + 𝛼1,1 = 3𝛼2,3𝑥

2 + 2𝛼2,2𝑥 + 𝛼2,1                                    (5) 

                                 6𝛼1,3𝑥 + 2𝛼1,2 = 6𝛼2,3𝑥 + 2𝛼2,2                                                                  (6) 
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We got a total six equations. We need two additional equations to solve the system. We make the 1st derivative at 

point x1 and xn equal to zero. So we get two additional equations. 

                                     3𝛼1,3𝑥
2 + 2𝛼1,2𝑥 + 𝛼1,1 = 0                                                                       (7)  

                                     3𝛼2,3𝑥
2 + 2𝛼2,2𝑥 + 𝛼2,1 = 0                                                                      (8) 

The above eight equations can be written as in the form of matrix.  

[
 
 
 
 
 
 
 
 
 
𝑥1

3 𝑥1
2 𝑥1 1 0 0 0 0

𝑥2
3 𝑥2

2 𝑥2 1 0 0 0 0

0 0 0 0 𝑥2
3 𝑥2

2 𝑥2 1

0 0 0 0 𝑥3
3 𝑥3

2 𝑥3 1

3𝑥2
2 2𝑥2 1 0 −3𝑥2

2 −2𝑥2 −1 0
3𝑥2 1 0 0 −3𝑥2 −1 0 0

3𝑥1
2 2𝑥1 1 0 0 0 0 0

0 0 0 0 3𝑥3
2 2𝑥3 1 0]

 
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
𝛼1,3

𝛼1,2

𝛼1,1

𝛼1,0

𝛼2,3

𝛼2,2

𝛼2,1

𝛼2,0]
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
𝑓(𝑥1)
𝑓(𝑥2)
𝑓(𝑥2)
𝑓(𝑥3)

0
0

𝑓′(𝑥1)

𝑓′(𝑥3)]
 
 
 
 
 
 
 
 

 

For the spline polynomial interpolation, we have used MATLAB.  

Results and Conclusion: 

We have considered the population of the Panvel Tahsil from the year 1971 to 2011. Fig. 1 represents the actual data 

of the year 1971,1981,1991, 2001 and 2011. 

 

Figure 1 

From Figure 2 it is clear that the data for the year 1971, 1981 and 2001 gave the first spline curve and 1971, 1991 

and 2011 gave the second spline curve.  

 

Figure 2 
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In Figure 3, we can observe that, there are no point on the degree 1 polynomial (linear polynomial) denoted by red 

colour. Similarly, there is no point on the second-degree polynomial (quadratic polynomial) shown by yellow colour. 

If we observe the light green colour line i.e. of degree 3 polynomial (cubic polynomial) then there are three points 

on the line. Most interesting fact that the all the points on the green line. i.e. polynomial of degree 4(quartic 

polynomial). 

 

Figure 3 

As compared to the degree 1,2,3 and 4 polynomial the degree 4 polynomial i.e. quartic polynomial gave the best 

approximation for the data. Linear and quadratic polynomial not gave the perfect approximation of the data. It is 

clear that by using quartic polynomial we can get more reliable predictions as compared to linear, quadratic 

polynomial. This example shows that extrapolating data using polynomials of even modest degree is dicey and 

defective. 
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